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Abstract. Combinatorial strongly polynomial algorithms for minimizing submodular functions
have been developed by Iwata, Fleischer, and Fujishige (IFF) and by Schrijver. The IFF algorithm
employs a scaling scheme for submodular functions, whereas Schrijver’s algorithm achieves strongly
polynomial bound with the aid of distance labeling. Subsequently, Fleischer and Iwata have described
a push/relabel version of Schrijver’s algorithm to improve its time complexity. This paper combines
the scaling scheme with the push/relabel framework to yield a faster combinatorial algorithm for
submodular function minimization. The resulting algorithm improves over the previously best known
bound by essentially a linear factor in the size of the underlying ground set.
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1. Introduction. Let V be a finite nonempty set of cardinality n. A set function
f on V is submodular if it satisfies

f(X) + f(Y ) ≥ f(X ∩ Y ) + f(X ∪ Y ) ∀X,Y ⊆ V.

Submodular functions are discrete analogues of convex functions [14]. Examples of
submodular functions include cut capacity functions, matroid rank functions, and
entropy functions.

The first polynomial-time algorithm for submodular function minimization is due
to Grötschel, Lovász, and Schrijver [9]. A strongly polynomial algorithm has also
been described by Grötschel, Lovász, and Schrijver [10]. These algorithms rely on the
ellipsoid method, which is not efficient in practice.

Recently, combinatorial strongly polynomial algorithms have been developed by
Iwata, Fleischer, and Fujishige (IFF) [13] and by Schrijver [16]. Both of these algo-
rithms build on works of Cunningham [2, 3]. The IFF algorithm employs a scaling
scheme developed in capacity scaling algorithms for the submodular flow problem
[7, 11]. In contrast, Schrijver [16] directly achieves a strongly polynomial bound by
introducing a novel subroutine in the framework of lexicographic augmentation. Sub-
sequently, Fleischer and Iwata [5, 6] have described a push/relabel algorithm using
Schrijver’s subroutine to improve the running time bound. In this paper, we combine
the scaling scheme with the push/relabel technique to yield a faster combinatorial
algorithm.

Let γ denote the time required for computing the function value of f and M
denote the maximum absolute value of f . The IFF scaling algorithm minimizes an
integral submodular function in O(n5γ logM) time. The strongly polynomial version
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runs in O(n7γ log n) time, whereas an improved variant of Schrijver’s algorithm runs
in O(n7γ + n8) time [6].

The time complexity of our new scaling algorithm is O((n4γ + n5) logM). Since
the function evaluation oracle has to identify an arbitrary subset of V as its argument,
it is natural to assume γ is at least linear in n. With this assumption, the new
algorithm is faster than the IFF algorithm by a factor of n. The strongly polynomial
version of the new scaling algorithm runs in O((n6γ + n7) log n) time. This is an
improvement over the previous best bound by essentially a linear factor in n.

These combinatorial algorithms perform multiplications and divisions, although
the problem of submodular function minimization does not involve those operations.
Schrijver [16] asks if one can minimize submodular functions in strongly polynomial
time using only additions, subtractions, comparisons, and oracle calls for the function
values. Such an algorithm is called “fully combinatorial.” A very recent paper [12]
settles this problem by developing a fully combinatorial variant of the IFF algorithm.
Similarly, we can implement the strongly polynomial version of our scaling algorithm
in a fully combinatorial manner. The resulting algorithm runs in O(n8γ log2 n) time,
improving the previous O(n9γ log2 n) bound by a factor of n.

This paper is organized as follows. Section 2 provides preliminaries on submodular
functions. In section 3, we describe the new scaling algorithm. Section 4 is devoted
to its complexity analysis. Finally, in section 5, we discuss its extensions as well as a
fully combinatorial implementation.

2. Preliminary. This section provides preliminaries on submodular functions.
See [8, 14] for more details and general background.

For a vector x ∈ RV and a subset Y ⊆ V , we denote x(Y ) =
∑

u∈Y x(u). We
also denote x− the vector in RV with x−(u) = min{x(u), 0}. For each u ∈ V , let χu

denote the vector in RV with χu(u) = 1 and χu(v) = 0 for v ∈ V \{u}.
For a submodular function f : 2V → R with f(∅) = 0, we consider the base

polyhedron

B(f) = {x | x ∈ RV , x(V ) = f(V ), ∀Y ⊆ V : x(Y ) ≤ f(Y )}.

A vector in B(f) is called a base. In particular, an extreme point of B(f) is called
an extreme base. An extreme base can be computed by the greedy algorithm of
Edmonds [4] and Shapley [17] as follows.

Let L = (v1, . . . , vn) be a linear ordering of V . For any vj ∈ V , we denote
L(vj) = {v1, . . . , vj}. The greedy algorithm with respect to L generates an extreme
base y ∈ B(f) by

y(u) := f(L(u)) − f(L(u)\{u}).(2.1)

Conversely, any extreme base can be obtained in this way with an appropriate linear
ordering.

Lemma 2.1. Let Q and R be disjoint subsets of V such that Q ∪ R forms an
interval in L. Let L′ be the linear ordering obtained from L by moving Q to the place
immediately after R without changing the orderings in Q and in R. Then the extreme
base y′ generated by L′ satisfies y′(q) ≤ y(q) for q ∈ Q and y′(r) ≥ y(r) for r ∈ R.

Proof. For any q ∈ Q, we have L′(q) ⊇ L(q). Therefore, the submodularity of f
implies y′(q) = f(L′(q)) − f(L′(q)\{q}) ≤ f(L(q)) − f(L(q)\{q}) = y(q). Similarly,
L′(r) ⊆ L(r) holds for r ∈ R. Then it follows from the submodularity of f that
y′(r) = f(L′(r)) − f(L′(r)\{r}) ≥ f(L(r)) − f(L(r)\{r}) = y(r).
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For any base x ∈ B(f) and any subset Y ⊆ V , we have x−(V ) ≤ x(Y ) ≤ f(Y ).
The following theorem shows that these inequalities are in fact tight for appropriately
chosen x and Y .

Theorem 2.2. For a submodular function f : 2V → R, we have

max{x−(V ) | x ∈ B(f)} = min{f(Y ) | Y ⊆ V }.
Moreover, if f is integer-valued, then the maximizer x can be chosen from among
integral bases.

This theorem is immediate from the vector reduction theorem on polymatroids
due to Edmonds [4]. It has motivated combinatorial algorithms for minimizing sub-
modular functions.

3. A scaling algorithm. This section presents a new scaling algorithm for
minimizing an integral submodular function f : 2V → Z.

The algorithm consists of scaling phases with a scale parameter δ ≥ 0. It keeps
a set of linear orderings {Li | i ∈ I} of the vertices in V . We denote v �i u if
v precedes u in Li or v = u. Each linear ordering Li generates an extreme base
yi ∈ B(f) by the greedy algorithm. The algorithm also keeps a base x ∈ B(f) as a
convex combination x =

∑
i∈I λiyi of the extreme bases. Initially, I = {0} with an

arbitrary linear ordering L0 and λ0 = 1.
Furthermore, the algorithm works with a flow in the complete directed graph on

the vertex set V . The flow is represented as a skew-symmetric function ϕ : V ×V → R.
Each arc capacity is equal to δ. Namely, ϕ(u, v) + ϕ(v, u) = 0 and −δ ≤ ϕ(u, v) ≤ δ
hold for any pair of vertices u, v ∈ V . The boundary ∂ϕ is defined by ∂ϕ(u) =∑

v∈V ϕ(u, v) for u ∈ V . Initially, ϕ(u, v) = 0 for any u, v ∈ V .
Each scaling phase aims at increasing z−(V ) for z = x + ∂ϕ. Given a flow

ϕ, the procedure constructs an auxiliary directed graph Gϕ = (V,Aϕ) with arc set
Aϕ = {(u, v) | u �= v, ϕ(u, v) ≤ 0}. Let S = {v | z(v) ≤ −δ} and T = {v | z(v) ≥ δ}.
A directed path in Gϕ from S to T is called an augmenting path.

Each scaling phase also keeps a valid labeling d. A labeling d : V → Z is valid if
d(u) = 0 for u ∈ S and v �i u implies d(v) ≤ d(u) + 1. A valid labeling d(v) serves as
a lower bound on the number of arcs from S to v in the directed graph GI = (V,AI)
with the arc set AI = {(u, v) | ∃i ∈ I, v �i u}.

If there is an augmenting path P , the algorithm augments the flow ϕ along P
by ϕ(u, v) := ϕ(u, v) + δ and ϕ(v, u) := ϕ(v, u) − δ for each arc (u, v) in P . This
procedure is referred to as Augment(ϕ, P ). As a result of Augment(ϕ, P ), the initial
vertex s of P may get rid of S and no new vertex joins S. Thus Augment(ϕ, P ) does
not violate the validity of d.

Let W be the set of vertices reachable from S in Gϕ, and let Z be the set of
vertices that attains the minimum labeling in V \W . A pair (u, v) of u ∈ W and
v ∈ Z is called active for i ∈ I if v is the first vertex of Z in Li and u is the last vertex
in Li with v �i u and d(v) = d(u) + 1. A triple (i, u, v) is also called active if (u, v)
is active for i ∈ I. The procedure Multiple-Exchange(i, u, v) is applicable to an active
triple (i, u, v).

For an active triple (i, u, v), the set of vertices from v to u in Li is called an active
interval. The active interval is divided into Q and R by Q = {w | w ∈W, v ≺i w �i u}
and R = {w | w ∈ V \W, v �i w ≺i u}.

The procedure Multiple-Exchange(i, u, v) moves the vertices in R to the place
immediately after u in Li, without changing the ordering in Q and in R. Then it
computes an extreme base yi generated by the new Li. By Lemma 2.1, this results
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in yi(q) ≥ y◦i (q) for q ∈ Q and yi(r) ≤ y◦i (r) for r ∈ R, where y◦i denotes the previous
yi.

Consider a complete bipartite graph with the vertex sets Q and R. The algorithm
finds a flow ξ : Q×R → R+ such that

∑
r∈R ξ(q, r) = yi(q)−y◦i (q) for each q ∈ Q and∑

q∈Q ξ(q, r) = y◦i (r) − yi(r) for each r ∈ R. Such a flow can be obtained easily by
the so-called northwest corner rule. Then the procedure computes α = min{λi, δ/β}
with β = max{ξ(q, r) | q ∈ Q, r ∈ R} and moves x by x := x + α(yi − y◦i ). In order
to keep z invariant, the procedure adjusts the flow ϕ by ϕ(q, r) := ϕ(q, r) − αξ(q, r)
and ϕ(r, q) := ϕ(r, q) +αξ(q, r) for every (q, r) ∈ Q×R. The resulting ϕ satisfies the
capacity constraints due to the choice of α, and the vertices in W remain reachable
from S in Gϕ.

If α = λi, Multiple-Exchange(i, u, v) is called saturating. Otherwise, it is called
nonsaturating. In a nonsaturating Multiple-Exchange(i, u, v), a new index k is added
to I. The associated linear ordering Lk is the previous Li. The coefficient λk is
determined by λk := λi − α, and then λi is replaced by λi := α. Thus the algorithm
continues to keep x as a convex combination x =

∑
i∈I λiyi.

Suppose the labeling d is valid before the algorithm applies Multiple-Exchange to
an active triple (i, u, v). For any vertex w in the active interval, d(v) ≤ d(w) + 1 and
d(w) ≤ d(u)+1 hold. These inequalities and d(v) = d(u)+1 imply d(v) ≤ d(w) ≤ d(u).
Note that d(v) ≤ d(r) holds for any r ∈ R ⊆ V \W . Hence we have d(r) = d(v) for
any r ∈ R. If Multiple-Exchange(i, u, v) adds a new arc (s, t) to AI , then s ∈ Q and
t ∈ R. Therefore, we have d(t) = d(v) ≤ d(s) + 1. Thus Multiple-Exchange(i, u, v)
does not violate the validity of d.

Let h denote the number of vertices in the active interval. The number of function
evaluations required for computing the new extreme base yi by the greedy algorithm
is at most h. The northwest corner rule can be implemented to run in O(h) time,
and the number of arcs (q, r) with ξ(q, r) > 0 is at most h − 1. Thus the total time
complexity of Multiple-Exchange(i, u, v) is O(hγ).

If there is no active triple, the algorithm applies Relabel to each v ∈ Z. The
procedure Relabel(v) increments d(v) by one. Then the labeling d remains valid.

The number of extreme bases in the expression of x increases by one as a result
of nonsaturating Multiple-Exchange. In order to reduce the complexity, the algorithm
occasionally applies a procedure Reduce(x, I) that computes an expression of x as a
convex combination of affinely independent extreme bases chosen from the currently
used ones. This computation takes O(n2|I|) time with the aid of Gaussian elimination.

We are now ready to describe the new scaling algorithm.
Step 0: Let L0 be an arbitrary linear ordering. Compute an extreme base y0 by the

greedy algorithm with respect to L0. Put x := y0, λ0 := 1, I := {0}, and
δ := |x−(V )|/n2.

Step 1: Put d(v) := 0 for v ∈ V , and ϕ(u, v) := 0 for u, v ∈ V .
Step 2: Put S := {v | z(v) ≤ −δ} and T := {v | z(v) ≥ δ}, where z = x + ∂ϕ. Let

W be the set of vertices reachable from S in Gϕ.
Step 3: If there is an augmenting path P , then do the following.

(3-1) Apply Augment(ϕ, P ).
(3-2) Apply Reduce(x, I).
(3-3) Go to Step 2.

Step 4: Compute - := min{d(v) | v ∈ V \W} and put Z := {v | v ∈ V \W, d(v) = -}.
If - < n, then do the following.
(4-1) If there is an active triple (i, u, v), then apply Multiple-Exchange(i, u, v).
(4-2) Otherwise, apply Relabel(v) for each v ∈ Z.
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(4-3) Go to Step 2.
Step 5: Determine the set X of vertices reachable from S in GI . If δ ≥ 1/n2, then

apply Reduce(x, I), δ := δ/2, and go to Step 1.
We now show that the last set X obtained by the scaling algorithm is a minimizer

of f .
Lemma 3.1. At the end of each scaling phase, z−(V ) ≥ f(X) − n(n+ 1)δ/2.
Proof. At the end of each scaling phase, d(v) = n for every v ∈ V \W . Since d(v)

is a lower bound on the number of arcs from S to v in GI , this means there is no
directed path from S to V \W in GI . Thus we have X ⊆ W ⊆ V \T , which implies
z(v) ≤ δ for v ∈ X. It follows from S ⊆ X that z(v) ≥ −δ for v ∈ V \X. Since there
is no arc in GI emanating from X, we have yi(X) = f(X) for each i ∈ I, and hence
x(X) =

∑
i∈I λiyi(X) = f(X). We also have ∂ϕ(X) ≥ −δ |X|·|V \X| ≥ −n(n−1)δ/2.

Therefore, we have z−(V ) = z−(X) + z−(V \X) ≥ z(X) − δ|X| − δ|V \X| = x(X) +
∂ϕ(X) − nδ ≥ f(X) − n(n+ 1)δ/2.

Lemma 3.2. At the end of each scaling phase, x−(V ) ≥ f(X) − n2δ.
Proof. The set Y = {v | x(v) < 0} satisfies x−(V ) = x(Y ) = z(Y ) − ∂ϕ(Y ) ≥

z−(V ) − ∂ϕ(Y ). Note that ∂ϕ(Y ) ≤ δ |Y | · |V \Y | ≤ n(n− 1)δ/2. Therefore, we have
x−(V ) ≥ z−(V ) − n(n − 1)δ/2, which together with Lemma 3.1 implies x−(V ) ≥
f(X) − n2δ.

Theorem 3.3. At the end of the last scaling phase, X is a minimizer of f .
Proof. Since δ < 1/n2 in the last scaling phase, Lemma 3.2 implies x−(V ) >

f(X) − 1. Then it follows from the integrality of f that f(X) ≤ f(Y ) holds for any
Y ⊆ V .

4. Complexity. This section is devoted to complexity analysis of the new scaling
algorithm.

Lemma 4.1. Each scaling phase performs Augment O(n2) times.
Proof. At the beginning of each scaling phase, the set X obtained in the previous

scaling phase satisfies z−(V ) ≥ f(X) − 2n2δ by Lemma 3.2. For the first scaling
phase, we have the same inequality by taking X = ∅. Note that z−(V ) ≤ z(X) ≤
f(X) + n(n − 1)δ/2 throughout the algorithm. Thus each scaling phase increases
z−(V ) by at most 3n2δ. Since each augmentation increases z−(V ) by δ, each scaling
phase performs at most 3n2 augmentations.

Lemma 4.2. Each scaling phase performs Relabel O(n2) times.
Proof. Each application of Relabel(v) increases d(v) by one. Since Relabel(v) is

applied only if d(v) < n, Relabel(v) is applied at most n times for each v ∈ V in a
scaling phase. Thus the total number of relabels in a scaling phase is at most n2.

Lemma 4.3. The number of indices in I is at most 2n.
Proof. A new index is added as a result of nonsaturating Multiple-Exchange. In

a nonsaturating Multiple-Exchange(i, u, v), the arc (q, r) that determines β satisfies
ϕ(q, r) ≤ 0 after the update of ϕ, and the vertex r in R becomes reachable from S
in Gϕ. This means the set W is enlarged. Thus there are at most n applications
of nonsaturating Multiple-Exchange between augmentations. Hence the number of
indices added between augmentations is at most n. After each augmentation, the
number of indices is reduced to at most n. Therefore, |I| ≤ 2n holds throughout the
algorithm.

In order to analyze the number of function evaluations in each scaling phase,
we now introduce the notion of reordering phase. A reordering phase consists of
consecutive applications of Multiple-Exchange between those of Relabel or Reduce. By
Lemmas 4.1 and 4.2, each scaling phase performs O(n2) reordering phases.
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Lemma 4.4. There are O(n2) function evaluations in each reordering phase.
Proof. The number of function evaluations in Multiple-Exchange(i, u, v) is at most

the number of vertices in the active interval for (i, u, v). In order to bound the
total number of function evaluations in a reordering phase, suppose the procedure
Multiple-Exchange(i, u, v) marks each pair (i, w) for w in the active interval. We now
intend to claim that any pair (i, w) of i ∈ I and w ∈ V is marked at most once in a
reordering phase.

In a reordering phase, the algorithm does not change the labeling d nor does it
delete a vertex from W . Hence the minimum value of d in V \W is nondecreasing.
After execution of Multiple-Exchange(i, u, v), there will not be an active pair for i
until the minimum value of d in V \W becomes larger. Let Multiple-Exchange(i, s, t)
be the next application of Multiple-Exchange to the same index i ∈ I. Then we have
d(t) > d(v) = d(u) + 1, which implies v ≺i u ≺i t ≺i s in the linear ordering Li before
Multiple-Exchange(i, u, v). Thus a pair (i, w) marked in Multiple-Exchange(i, u, v) will
not be marked again in the reordering phase.

Since |I| ≤ 2n by Lemma 4.3, there are at most 2n2 possible marks without
duplications. Therefore, the total number of function evaluations in a reordering
phase is O(n2).

In order to find an active triple efficiently in Step (4-1), we keep track of possible
candidates of active triples. For each i ∈ I and - = 1, . . . , n − 1, let ui� denote the
last vertex u in Li such that u ∈W and d(u) = -− 1. Similarly, vi� denotes the first
vertex v in Li such that v ∈ V \W and d(v) = -. Then (i, ui�, vi�) is an active triple if
- = min{d(v) | v ∈ V \W} and vi� ≺ ui�. At the beginning of each reordering phase,
we scan the linear orderings to find all those candidates in O(n2) time.

In the rest of the reordering phase, we update the candidates whenever a new
vertex is added to W . Let w be the vertex that is added to W . For each i ∈ I, if
ui� � w with d(w) = - − 1, then we replace ui� by w. If w = vi�, then we find the
new vi� by scanning Li. Thus it takes O(n2) time to update the candidates when a
new vertex is added to W . Since at most n vertices are added to W , each reordering
phase requires O(n3) fundamental operations.

Theorem 4.5. The algorithm performs O(n4 logM) function evaluations and
O(n5 logM) arithmetic computations.

Proof. Consider the set U = {u | x(u) > 0} for the initial base x ∈ B(f). Then we
have x−(V ) = x(V ) − x(U) ≥ f(V ) − f(U) ≥ −2M . Therefore, the initial value of δ
satisfies δ ≤ 2M/n2. Each scaling phase cuts the value of δ in half, and the algorithm
terminates when δ < 1/n2. Thus the algorithm consists of O(logM) scaling phases.

Since each scaling phase performs O(n2) reordering phases, Lemma 4.4 implies
that the number of function evaluations in a scaling phase is O(n4). In addition, each
reordering phase requires O(n3) steps to keep track of active triples. By Lemma 4.1,
each scaling phase performs O(n2) calls of Reduce, which requires O(n3) arithmetic
computations. Thus each scaling phase consists of O(n4) function evaluations and
O(n5) arithmetic computations. Therefore, the total running time bound is O((n4γ+
n5) logM).

5. Discussions. A family D ⊆ 2V is called a distributive lattice (or a ring
family) if X ∩ Y ∈ D and X ∪ Y ∈ D for any pair of X,Y ∈ D. A compact
representation of D is given by a directed graph as follows. Let D = (V, F ) be a
directed graph with the arc set F . A subset Y ⊆ V is called an ideal of D if no arc
enters Y in D. Then the set of ideals of D forms a distributive lattice. Conversely,
any distributive lattice D ⊆ 2V with ∅, V ∈ D can be represented in this way due to
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Birkhoff’s representation theorem [1, Theorem 2.5]. Moreover, contracting strongly
connected components of D to single vertices, we may assume that the directed graph
D is acyclic.

For minimizing a submodular function f on D, we apply the scaling algorithm with
a minor modification. The modified version uses the directed graph Gϕ = (V,Aϕ∪F )
instead of Gϕ = (V,Aϕ). The initial linear ordering L0 must be consistent with D;
i.e., v �i u if (u, v) ∈ F . Then all the linear orderings that appear in the algorithm
will be consistent with D. This ensures that the set X obtained at the end of each
scaling phase belongs to D. Thus the modification of our scaling algorithm finds a
minimizer of f in D.

Iwata, Fleischer, and Fujishige [13] also describe a strongly polynomial algorithm
that repeatedly applies their scaling algorithm with O(logn) scaling phases. The
number of iterations is O(n2). Replacing the scaling algorithm by the new one, we
obtain an improved strongly polynomial algorithm that runs in O((n6γ + n7) log n)
time.

A very recent paper [12] has shown that the strongly polynomial IFF algorithm
can be implemented by using only additions, subtractions, comparisons, and oracle
calls for function values. Similarly, the new strongly polynomial scaling algorithm can
be made fully combinatorial as follows.

The first step towards a fully combinatorial implementation is to neglect Reduce.
This causes growth of the number of extreme bases for convex combination. However,
the number is still bounded by a polynomial in n. Since the number of indices added
between augmentations is at most n, each scaling phase yields O(n3) new extreme
bases. Hence the number of extreme bases through the O(log n) scaling phases is
O(n3 log n).

The next step is to choose an appropriate step length in Multiple-Exchange so that
the coefficients should be rational numbers with a common denominator bounded by
a polynomial in n. Let θ denote the value of δ in the first scaling phase. Then
κ = θ/δ is an integer. For each i ∈ I, we keep λi = µi/κ with an integer µi. We
then modify the definition of saturating Multiple-Exchange. Multiple-Exchange(i, u, v)
is now called saturating if λiξ(q, r) ≤ ϕ(q, r) for every (q, r) ∈ Q × R. Otherwise,
it is called nonsaturating. In nonsaturating Multiple-Exchange(i, u, v), let ν be the
minimum integer such that νξ(q, r) > ϕ(q, r)κ for some (q, r) ∈ Q × R. Such an
integer ν can be computed by binary search. Then the new coefficients λk and λi are
determined by µk := µi − ν and µi := ν. Thus the coefficients are rational numbers
whose common denominator is κ, which is bounded by a polynomial in n through
the O(logn) scaling phases. Then it is easy to implement this algorithm using only
additions, subtractions, comparisons, and oracle calls for the function values.

Finally, we discuss time complexity of the resulting fully combinatorial algorithm.
The algorithm performs O(n2) iterations of O(logn) scaling phases. Since it keeps
O(n3 log n) extreme bases, each scaling phase requires O(n6 log n) oracle calls for
function evaluations and O(n7 log n) fundamental operations. Therefore, the total
running time is O((n8γ+n9) log2 n). This improves the previous O(n9γ log2 n) bound
in [12] by essentially a linear factor in n.

In order to reduce this time complexity, McCormick [15] suggests a more efficient
implementation for finding active triples. For each i ∈ I and - = 1, . . . , n, let σi�
denote the last vertex s in Li with d(s) = -− 1. Similarly, τi� denotes the first vertex
t in Li with d(t) = -. Then there is an active triple (i, u, v) with d(v) = - only if
τi� ≺i σi�. At the beginning of each reordering phase we scan the linear orderings to



840 SATORU IWATA

find all σi� and τi� in O(n|I|) time. Note that within the reordering phase, σi� and
τi� are invariant until the algorithm performs Multiple-Exchange(i, u, v) with d(v) = -.
Once such a Multiple-Exchange is applied, there will be no active triples for the same
i and - in the rest of the reordering phase.

For a pair of i and - with τi� ≺ σi�, we may restrict the search for active triples
to the interval between τi� and σi� in Li. Since these intervals are disjoint, the
total number of fundamental operations required for finding active triples is O(n|I|)
in each reordering phase. This reduces the number of fundamental operations in a
scaling phase to O(n6 log n). Thus the resulting fully combinatorial algorithm runs in
O(n8γ log2 n) time.
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